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1. Graph-Based Semi-Supervised Learning

Input: X1
G = (V,E) x1=|:1,y1=0
Xm

X, features matrix

X1
Y, a part of labels ( 2\, Xy = [ Ly, =2
Output: Xm
Labels of unlabeled nodes G = (V,E)
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2. Graph Signal Processing (GSP) [1]
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Graph Laplacian:
L=D—-W

where D = diag(d;) are degrees of nodes.

Eigen Decomposition:

frequences
L=dAd !

Fourier basis

BLr 2 ".f". R 3
Fourier Basis in Graph Domain with
different frequencies [2]

Convolutional Filter:

Convolution:
Z = GX

15 2.0

Before and after low-pass
filtering. (Take vertex
coordinates as signals) [3]

|deal low-pass

Low-pass Filter:
Frequency response

p(A) reserve low frequency signals
and remove high frequency ones.

3. Revisit and Generalize Label Propagation (GLP)

Dissecting LP [4,5] into Signals, Filters, and Classifiers
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low-pass graph filters

4. Revisit and Improve Graph Convolutional Networks

Revisit GCN[6] from the Perspective of GSP :
Z = softmax(W;ReLU(W,X0*))oV))

- Normalized Graph Laplacian
Restrict the eigenvalues within [0, 2],
so the filter is close to a low-pass filter.

- K-Layer Structure

Stacking more layers makes GCN more
low-pass.

- Renormalization Trick
Adding self-loops (the renormalization trick)
shrinks the eigenvalues of L. from [0, 1,,,]

(dm)
to [O, @t D /lm]. It compresses the range
of eigenvalues and makes the filter more
low-pass.
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Eigenvalue compression effect of the renormalization
trick. (a) & (c): Frequency response without self-
loops. (b) & (d) : frequency response with self-loops.
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Improved GCN (IGCN):

IGCN can achieve label efficiency by using the
exponent k to conveniently adjust the filter
strength. In this way, it can maintain a shallow
structure with a reasonable number of trainable
parameters to avoid overfitting.

5. Experiments
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Z = softmax(WXReLU (WX X6())pM)
k-order RNM filter
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Visualization of raw and filtered Cora features

(by the RNM filter with different k)

Table 1. Classification accuracy and running time on citation networks and NELL.

Label rate 20 labels per class 4 labels per class 10% 1% 0.1%
Cora CiteSeer PubMed Large Cora Cora CiteSeer PubMed Large Cora NELL
ManiReg  59.5 60.1 70.7 - - - - 63.4 41.3 21.8
SemiEmb  59.0 59.6 71.7 - - - - 65.4 43.8 26.7
DeepWalk 67.2 43.2 65.3 - - - - - 79.5 72.5 58.1
ICA 75.1 69.1 73.9 - 62.2 49.6 57.4 - - - -
Planetoid  75.7 64.7 77.2 - 43.2 47.8 64.0 - 84.5 75.7 61.9
GAT 79.5 68.2 76.2 67.4 66.6 55.0 64.6 46.4 - - -
MLP 55.1 (0.6s) 55.4 (06s) 69.5 (0.6s) 48.0 (0:5) 36.4 (06s) 38.0 (05s) 57.0 (06s) 30.8 (0.6s) 63.6 (21s) 41.6 (11s)  16.7 (1.05)
LP 68.8 (0.1s) 48.0 (0.1s) 72.6 (0.1s) 52.5 (0.15) 56.6 (0.1s) 39.5 (01s) 61.0 (0.1s) 37.0 (0.15) 84.5 (07s) 75.1 (18s) 65.9 (19)
GCN 79.9 (13s) 68.6 (1.75) 77.6 (v6s) 67.7 (7.55) 65.2 (13s) 55.5 (175) 67.7 (98s) 48.3 (7.4s) 81.6 (33.55) 63.9 (33.55) 40.7 (3325)
IGCN(RNM) 80.9 (120) 69.0 (1.75) 77.3 (100s) 68.9 (79:) 70.3 (135) 57.4 (1.75) 69.3 (1035) 52.1 (s.15) 85.9 (4245) 76.7 (a4.05) 66.0 (46.565)
IGCN(AR) | 81.1 (225) 69.3 (26s) 78.2 (1195) 69.2 (110s) | 70.3 Gos) S8.0 (54s) 70.1 (1365) S2.5 (1365)  85.4 (7795) 75.7 (1160s) 67.4 (116.05)
GLP(RNM)  80.3 (09s) 68.8 (1.0s) 77.1 (06s) 68.4 (1.35) 68.0 (07:) 56.7 (0ss) 68.7 (06s) S1.1 (1.15) 86.0 (3595) 76.1 (3735) 65.4 (3855)
GLP(AR) 80.8 (1.0s) 69.3 (125) 78.1 (075) 69.0 (2.45) 67.5 (03s) 9T (11s) 69.7 (0ss) 51.6 (235) 80.3 (57.4s) 67.4 (7665) 55.2 (75.65)

Table 2. Zero-Shot Image Recognition
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Method Devise SYNC GCNZ GPM  DGPM ADGPM IGCN(RNM) GLP(RNM)
k=1 k=2 k=3 k=2 k=4 k=6

Accuracy 59.7 46.6  68.0 (1s40s) 77.3 (s64s) 67.2 (9325) 76.0 (35275) 77.9 (s6as) 77.7 (15835) 73.1 (21225)  76.0 (125) 75.0 (135) 73.0 (115)
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